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The TechEthos Project 

Short project summary  

TechEthos is an EU-funded project that deals with the ethics of the new and emerging technologies 

anticipated to have high socio -economic impact. The project involves ten scientific partners and six 

science engagement organisations and runs from January 2021 to the  end of 2023. 

TechEthos aims to facilitate ®ethics by design¯, namely, to bring ethical and societal values into the 

design and development of new and emerging technologies from the very beginning of the process. 

The project will produce operational ethics guidelines fo r three to four  technologies for users such as 

researchers, research ethics committees and policy makers. To reconcile the needs of research and 

innovation and the concerns of society, the project will explore the awareness, acceptance and 

aspirations of academia, indust ry and the general public alike and reflect them in the guidelines.  

TechEthos receives funding from the EU H2020 research and innovation programme  under  Grant 

Agreement  No 101006249. This deliverable and its contents reflect only the authors' view. The 

Research Executive Agency and the European Commission are not responsible for any use that may be 

made of the information contained herein.  
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Product Ethical 

Readiness 

A product achieves ethical readiness when the possibility of it giving rise to 

ethical problems when deployed or brought to market has been adequately 

mitigated, including problems associated with a failure to realise benefits 

adequately or in the right way.  

Product Social 

Readiness 

A product achieves societal readiness when a) the possibility of its giving rise to 

social problems when deployed or brought to market has been adequately 

mitigated, b) the prospect of technology deployment has an adequate level of 

social acceptance, and c) the human capacity to use the technology to produce 

benefits is sufficiently established.  

Product Legal 

Readiness 

Legal Readiness is achieved when the product is not expected to give rise to 

legal issues when deployed or brought to market.  

 

Table 2: List of Abbreviations  

Term  Explanation  

ATE Anticipatory Technology Ethics  

BCI Brain-Computer Interface  

CE Climate Engineering  

CEO Chief Executive Officer  

CSR Corporate Social Responsibility  

CTO Chief Technology Officer  

DoA Description of Action  

DBS Deep Brain Stimulation  

DG Directorate -General 

DIT Defining Issue Test 

EbD Ethics by Design 

ELS Ethical, Legal and Social aspects 

IEEE Institute of Electrical and Electronics Engineers  

NT Neurotechnology  

PC  Project Coordinator  

REC Research Ethics Committee  

R&I Research and Innovation 
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RT Role-Playing Tool 

SRT Societal Readiness Tool 

STEEPV Social, Technology, Economics, Ecology, Politics, Values 

TRL Technology Readiness Level 

UNESCO United Nations Educational, Scientific and Cultural Organisation  

VSD Value-Sensitive Design 

WP Work Package 

XR/ DXR Extended Reality/ Digital Extended Reality  

 

  



 

 

 
 
This project has received funding from the European Unions Horizon 2020 research 
 and innovation programme under grant agreement No.101006249.  
  

        

9 

Executive Summary 

Abstract:  

This report introduces report introduces the TechEthos Societal Readiness Tool (SRT). The TechEthos 

SRT is primarily intended for use by actors in product design and innovation. The tool serves two 

functions. First, it provides guidance for its target users, e nabling them to navigate the product 

development process in a manner that builds in ethical and social impact considerations from the very 

earliest stages. The substantive methodological claim embodied by the tool is that embedding concern 

for ethical and social impacts in product development is a core component of societal readiness. Second, 

the tool enables target users to conduct qualitative self -assessment of the societal readiness level of 

their product. The main text of this report provides an explana tion of the tool. The tool itself follows as 

an annex to the report.  

Executive Summary:  

The TechEthos Societal Readiness Tool (SRT) is a tool intended for use by developers of innovative 

products who wish to ensure that their products are ready for society when put on the market.  It can 

also be used as an assessment tool by various other organizations with an interest in the societal 

readiness of products.  The tool has a guidance function and an assessment function.  The guidance 

function sets standards and recommends actions for developers to take in order to develop new 

products so as to meet standards of ¬product societal readiness. It also enables them to conduct self-

assessments of the extent to which the conditions can or will be fulfilled by a product.  

This report contains a number of  novel proposals to extend the concept of Technology Readiness Level. 

Technology Readiness Level is a measure of the maturity of a technology development project towards 

operational deployment. It is a measure used by a range of organisations including the  European 

Commission to make comparisons between the maturity of projects from a technical perspective. 

Building on the field of human -factors research, a wide range of authors in various fields have argued 

that TRL is too narrow a conception of readiness,  because it restricts readiness assessment to 

assessment of successful function first in controlled conditions, then in operational conditions, without 

specifying what factors those conditions should simulate, the implication being that this leads to an 

overall successful outcome.  

Societal Readiness is a supplement to the concept of technology readiness. It recognises that 

technological failures are not limited to failures to perform their function narrowly defined. Medium 

and long-term detrimental impacts upon individuals, social g roups, the environment, the climate, 

political systems, and tension with legal regimes, can all constitute failures of a technology or 

technological product to perform effectively in an operational context, and therefore should all be 

captured in the conce pt of readiness.  

The TechEthos SRT is aimed at actors in innovative product development. It is designed to give guidance 

and assessment for product societal readiness. This is a property of products -in-development, and is 

defined as a combination of product ethical readine ss, product social readiness and product legal 

readiness. Product ethical, social and legal readiness are further defined as the status achieved by 

products -in-development expected to realise their intended benefits on operational deployment 

without giving  rise to significantly detrimental ethical, social and legal impacts. Ethical and social 

impacts are partially overlapping domains of impact defined institutionally as concerns embodied in 
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ethical and social impact assessment respectively. Legal impacts are defined as tensions with extant or 

anticipated legal regimes.  

This report contains two texts on the Societal Readiness Tool.  The text in the main report introduces 

the tool, provides a theoretical foundation for it and makes recommendations for further development 

of the tool.  An annex provides the tool in textual form.  The tool is still in prototype stage and further 

testing and development is recommended.   

Introduction to the SRT in the main text 

Section 1 of this report elaborates on the specification of key concepts deployed in the tool. It also 

locates the tool the context of recent and ongoing research.  

Section 2 sets out the theoretical foundation that underpins the tool. The tool is based in part on an 

Ethics by Design approach, and in part on ethical guidance by developers for deployment and use. 

According to an Ethics by Design approach, fundamental v alues should be respected when designing 

technical systems from the earliest stages in the design process, and systems should be designed with 

fundamental values ®embedded¯ in them. This section argues for an extended framework, building on 

Ethics by Design and ethical considerations regarding deployment and use, which also acknowledges 

the need to respect societal objectives beyond those typically grouped under the heading of ¬ethics, 

and building concern for societal impacts into non -design interventions  in the product environment 

(including deployment strategy, corporate structure, product -user relationships).  

Section 3 gives an overview of the Societal Readiness Tool structure explains the justification for it. This 

structure consists of a nested hierarchy of guidance, comprised of 4 levels. The first, High -level 

guidance, consists of the relevant ethical value s/principles and social impact criteria. The second, mid -

level guidance, specifies how these values and criteria constrain features of products and their 

interaction with the wider environment. The third, product violations, specifies how product 

deploymen t can violate mid -level guidelines. The fourth and final level specifies what mitigations are 

necessary to achieve readiness in the face of these violations.  

Section 4 gives an overview of the self -assessment function and explains the justification for its 

structure.  The assessment function facilitates users in assessing the residual risk associated with the 

possibility of product violations after planned miti gations have been taken into account. It maps onto a 

®traffic light¯-style system of assessment outcomes, from ®Further Mitigations Required¯, through 

®Proceed with Caution¯, to no action required. The assessment is intended to be temporally relative, 

with  users advised to conduct regular self -assessment by means of the tool at intervals throughout the 

project lifecycle, as it is anticipated users are likely to obtain different outcomes as knowledge of 

product -society interactions progresses or design objec tives change.  

Section 5 describes the prospects for future work involving the tool, in particular noting links with 

ongoing related research projects. It also notes the status of the tool as primarily a scholarly 

contribution which would require further validation throu gh stakeholder analysis to adapt it, as 

envisaged, to various specific operational contexts.  

Annex  

The annexed tool text is divided into an Introduction, Instructions for use, and the four levels of 

guidance: high-level guidelines, mid -level guidelines, product violations, and mitigations. Each of the 

four guidance levels is followed by a ®reflection stage¯. Reflection stages 1 and 2 support the guidance 

function, while reflection stages 3 and 4 support both the guidance function and the assessment 

function. Each level of guidance is divided into ®ethical¯ guidance and ®social¯ guidance. For the present 

prototype, legal guidance is represented where relevant within the ethical and social categories.  
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Under High-Level Guidelines, the user is presented with a set of seven ethical values or principles and 

seven social impact categories. These are described at a high level of generality as concerns that actors 

should take steps to engage with from the earl iest stages of the design process. They are intended to 

clarify the potential implications of these values across a wide variety of situations, in order to promote 

reflection on the part of the user as to how these values should be interpreted with respect  to their 

specific concerns. This interpretation is facilitated for the user through a series of examples. Thus, in 

the following reflection stage, users are invited to carry out this interpretive work for themselves, by 

recording their own interpretations  of the high -level guidelines with respect to the systems they are 

developing. There is also the opportunity to expand the tool by adding field -specific high-level 

guidelines.  

Under Mid -level Guidelines, the high -level guidelines are applied to products specifically, through a 

series of subcategories, each of which reflect different aspects of the high -level guidelines as applied 

to the specific context of product development. T he number of subcategories varies depending on the 

high-level guideline in question. For instance, more specific guidance is provided under many of the 

social impacts like harm to the environment, while fewer subcategories are included under some of the 

ethical guidelines, reflecting the need to capture a multiplicity of interpretations which the user can 

further specify. The second reflection stage prompts users to check their list of the design and technical 

requirements for their product development proj ect against the ethical and social requirements 

embodied in the mid -level guidelines. This enables potential tensions to be identified at an early stage.  

Under Product Violations and Mitigations, ways in which various categories of product violate each of 

the specific mid -level guidelines are listed. Strategies for mitigation are then offered for each category 

of violation. Violations are organised under pr oduct category, while mitigations are organised by 

intervention pathway: either design (the structural and functional features of the product itself), 

deployment (the ways in which the innovators intend to bring the product to the end user, and use (the 

ways in which the context in which the product will operate may have to be prepared). Finally, reflection 

stages 3 and 4 facilitate users in assessing the risk associated with potential violations given the 

application of the mitigations identified through u se of the tool, in order to enable the measure of 

product societal readiness. The assessment function is iterative and recursive, with users encouraged 

to repeat the process many times over the course of the project, and to update the content of the tool 

on the basis of their own reflections.    
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1. Societal Readiness Tool: Introduction and 
Summary of Aim 

The TechEthos Societal Readiness Tool is a tool which enables users to receive 

targeted operational guidance with a view to ensuring that societal readiness is 

achieved prior to or coinciding with product launch. It further prompts users to 

reflect on the readiness status of their project , in order to  conduct self -assessment 

of the readiness level of their projects. This section explains the intended 

functionality of the tool, the intended user base for the tool, and sets out key 

concepts as defined for the purposes of the tool.  It also situates the tool within an 

ecosystem of past and ongoing research upon which it builds, and by which it is 

informed.  

The Social Readiness Tool (SRT) is a tool with two functions: f irst, it allow s relevant actors to undertake  

their responsibilities in relation to the ethical, legal and societal status of technological products . It 

achieves this through operational guidance that helps to take users beyond the high -level guidance 

function served by  guidelines documents, towards concrete steps that can be enacted during design 

and deployment  and use. This is the guidance function.  Second, as an ethical sensitivity tool, the SRT 

assists users in reflecting on the social readiness level of a product . The intention is not to provide a top -

down determination of a numerical social readiness level according to pre -determined criteria, bu t 

rather to serve as a tool of reflection and reflexivity, allow ing users to make their own judgements about 

the readiness level of their projects.  

The SRT can be contextualised as one of a series of proposals for extensions to the well -established TRL 

assessment framework. Other examples include System Readiness Level (Sauser et al. 2006), Human 

Readiness Level (Philips 2010), and Market Readiness Level (Hjort and Brem 2016). These are 

assessment frameworks which highlight oversight s embedded in the TRL framework, which proponents 

of novel frameworks contend have given rise to technical failures in systematic ways, for instance by 

neglecting due consideration for human capacity to use products as intended, or an organisations 

prepar edness to bring the product to market. The concept of social readiness appeals to a similar 

contention, namely that ethical, social and compliance failings can be attributed to gaps in extant 

assessment frameworks, and the tool seeks to fill those gaps.  

The selection of target users is informed by ecosystem mappings conducted under TechEthos 

Deliverable 3.1. These identify ®primary actors¯ for each technology ecosystem (with some overlap): 

¬industry, ¬manufacturers, ¬technology providers and ¬R&I clusters.  Thus, for example, for the Climate 

Engineering ecosystem, the mapping identified the primary actors as follows:  
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Figure 1: Innovation ecosystem of climate engineering technologies. Source: TechEthos D3.1  

Responding to  the need to adapt the language of the tool as closely as possible to the intended user 

group, the tool targets  product developers as the primary user group, in particular product developers 

in industry. The tool  still  has secondary usability among indirect stakeholders, including funders and 

regulators, as a feature of the assessment function. An overview of key concepts will be given below.  A 

more detailed explanation of the how the determination  of aims for functionality  was carried out will 

follow.  

1.1 Specification  of concepts  

It was determined that the tool should focus on what we call product societal  readiness. Product societal 

readiness can be defined as the extent to which a product can be relied upon to realise its intended 

benefits in an actual social context, in an ethical way, avoiding unacceptable societal impacts and 

governed, where necessary, by effective legal framewor ks. In other words , product societal readiness 

means that there are no non -technical impediments to launching a technologically innovative new 

product and that it is socially and ethically responsible to do so.  It is sometimes advantageous to refer 

to cond itions of social readiness for technologies as such, rather than specific products. This level of 

guidance and assessment can be referred to as technology social readiness. Technology social readiness 

can be defined as the extent to which a variety of technological products that fall under a technology  can 

be relied upon to achieve their intended benefits in an actual social context, in an ethical way, avoiding 

unacceptable societal impacts and governed, where necessary, by effective legal frameworks . 

Technology social readiness may be relevant, for instance, to early stages in the design process, or to 

certain assessment and guidance criteria, or to indirect stakeholders . While technology social readiness 

is an important concept, product societal  readiness remains the focus of the present report.  

As understood the context of the TechEthos  project , Societal Readiness is a compound concept, which 

comprises three elements: ethical readiness, social readiness and legal readiness. 
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Ethical Readiness: A product achieves ethical readiness when the possibility of it giving rise to ethical 

problems when deployed or brought to market has been adequately mitigated, including problems 

associated with a failure to realise benefits adequately or in the right way.  Ethical considerations are 

defined over a set of values and principles, these are ideally specific to the technology family to which 

the product belongs. To achieve ethical readiness, ethical problems must be anticipated and mitigated 

at each stage of pro duct development. For ethical problems that cannot be addressed via the design of 

the product itself, including problems related to the way the product will likely be received in society, 

adequate mitigation strategies must be in place for a product to ach ieve ethical readiness. These 

mitigations may include formal or informal governance structures.  

Social Readiness: A product achieves social readiness when a) the possibility of its giving rise to social 

problems when deployed or brought to market has been adequately mitigated, b) the prospect of 

technology deployment has an adequate level of social acceptance, and c) the human capacity to use  

the technology to produce benefits is sufficiently established. To achieve social readiness, social 

problems must be anticipated and mitigated at each stage of product development, and adequate 

mitigation strateg ies must be in place for a product to achieve social readiness. This may include 

industrial and labour policies implemented by governments. Clearly, social problems and ethical 

problems are not mutually exclusive categories; issues identified as social and issues identified as ethical 

will form a continuum.  The key distinction is that ethical problems arise in relation to ethical values and 

principles identified under ethical analysis methodologies , including the ATE plus methodology that was 

adopted during  the early phase of the TechEthos project (Brey 2012; see TechEthos D2.1), and its 

updated variant, ATE+, developed in the course of the TechEthos project  (Umbrello et al. 2023 ), while 

social problems arise in relation to social impact assessment criteria  (see for e.g. Esteves, Franks & 

Vanclay 2012; European Commission 2009) 

Legal Readiness: Legal Readiness is achieved when the product is not expected to give rise to legal issues 

when deployed or brought to market. It may also incorporate the requirement that existing legal 

frameworks are adequately adapted to mitigate any residual negative im pacts not addressed by ethical 

design and social policy. To that extent, legal readiness may overlap in terms of its concerns, the 

distinction is that legal readiness is addressed through compliance with (and perhaps revisions of) 

existing legislation. In earlier it erations  of the tool  during development , legal readiness had a distinct 

identity within the tool structure, serving as a top -level category of guidance alongside the ethical and 

social components of the tool. In final version presented here , legal readiness is treated under ethical 

and social readiness, as legal regulation is recognised as a means of managing ethically and socially 

significant impacts. Legal readiness nevertheless remains a core component of the concept of Societal 

Readiness. 

Although the Societal Readiness Tool consists of guidance, it can be distinguished from the ¬ethical 

codes, ¬ethical frameworks and ¬ethical guidelines identified in TechEthos D2.1 and developed in 

TechEthos D5.3, in the following way: codes, frameworks and guidelines are resources external to the 

R&I process, which can be appealed to (or not) on the basis of convenience, while the SRT concept in 

particular is intended to tie particular responsibilities to particu lar stages of technological development, 

effectively specifying an aspect of the design process. The function of the  SRT is to move beyond the 

checklist nature of ethical codes towards a model that provides actionable advice to developers in 

realising ethical principles through successive stages of development.  This actionable guidance 

comprises not only design requirements, but also guidance which refers to the ways in which industry 

can influence the deployment and use of products being brought to market, or introduced in an 

operational context.  The tool can therefore  also be distinguished from Ethics by Design approaches: the 

SRT incorporates EbD, but is not itself an EbD approach, narrowly understood. As will be further set out 

below (§2.1), the SRT moves beyond EbD insofar as it incorporates an assessment function, it addresses 

social and legal aspects in addition to ethical aspects, and it addresses the role of corporate practices 
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other than design, including marketing, post -market launch monitoring, the production of supporting 

materials and training, and others.  

A key benefit, then, of an SRT as against codes, guidelines and principles, is that it constitutes a form of 

ethics intervention which resists the ®ethics-washing¯ concerns identified in TechEthos D2.2. To 

summarise, these are that ethics discourse is instrumentalised in bad faith to evade the imposition of 

regulations that would necessitate potentially costly procedural change. Because guidance is integrated 

into the design process, it becomes more  difficult to signal adherence to ethical principles withou t 

taking concrete steps  towards genuine mitigation.  

The TechEthos Societal Readiness Tool should be seen as a contribution to an ongoing discussion at the 

intersection of academia and industry on the extension of the readiness level concept to encompass 

ethical , social and legal aspects. The TechEthos tool as presented is a continuation and 

operationalisation of the  scholarship conducted under TechEthos , and of  SIENNA, NewHoRRIzon and to 

a lesser extent, SATORI, among previous projects.  Although developed with industry in mind, in its 

current form it is in principle a scholarly contribution, and for that reason should b e considered a 

prototype of a tool for deployment in specific industrial context s. Further work would be  needed to 

refine the tool to a variety of specific use -cases by means of stakeholder analysis, ideally developing 

®forks¯ of the tool that would adapt its structure to various fields of product development. The 

relationship between the TechEthos SRT and preceding work, as well as the tools position in the wider 

ecosystem of ongoing projects, is further elaborated  below. 

1.2 Relationship with preceding and ongoing projects  

The TechEthos Societal Readiness Tool builds directly on the work carried out in a number of preceding 

projects . The present tool can be considered a direct continuation of some key results of the SIENNA 

project . Although this project was focused on producing guidelines for a cluster of emerging technology 

fields, specifically human genomics, human enhancement, artificial intelligence and robotics, 

significantly, the project deliverables contained the most complete contribut ion to date of a fully 

general Ethics by Design methodology. This consists of a 5-stage model for developing an Ethics by 

Design approach for a specific technology field.  At a basic level, this 5-stage model consists in the idea 

that ethical de sign outcomes are achieved via a reflective process which begins at a high level of 

abstraction , by defining a set of ethical values for the given field,  then, by further reflection on the 

previous stage, generates increasingly specific and concrete guidance.  

The 5-stage model is summarised in the below figure, as applied to Artificial Intelligence :  
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Figure 2: The 5-Layer Model of Ethics by Design, Source : European Commission (2021), ®Ethics By 
Design and Ethics of Use Approaches for Artificial Intelligence (1.0)¯ 

Although this figure shows the methodology as adapted for the context of AI, the idea of descending 

through a  reiterative  hierarchy from principles at the top to tools and methods at the most granular 

level is intended to be generic. The present tool can be read as guiding users through a simplified 

version of this process , raising their sensitivity to the requirements of such a process, and promoting 

self-assessment of the adequacy of the extent to which it has been effectively carried out.  

The work of the SATORI project was built on in particular with respect to the CEN Workshop Agreement 

(Part 2) developed under the aegis of th at project , including the guidance in relation Ethical Issues and 

Principles for Research on Technological Innovations  (CWA 17145-2).  

The task also builds on the findings of the New HoRRIzo n project (2017 -2021, project number 741402). 

This project set out to create a tool for improving responsiveness to societ al values, also employing the 

concept of societal readiness. The primary target user group for New HoRRIzon  was ¬academics 

involved in ¬project-based research (Bernstein et al. 2022) rather than product developers in particular 

fields/industries, outside academia as well as within it. For this reason, the two projects represented 

divergent aims and the findings of the earlier pro ject could only indirectly inform the development of 

the present tool . However, the experience of project members, facilitated by overlap between the 

project groups, was able to inform decisions about formal structure and functionality, especially in 

earlier iterations of the tool. The Tech Ethos task team was able to  draw confidence from the fact that 

several features of the NewHoRRIzon tool  that parallel the  present approach bore fruitful results.    

The New HoRRIzon project used a ®matrix¯ structure to draw out conditions for users, in the form of 

guiding questions.  The project used the six ®keys¯ or key ingredients for RRI that were originally 

included in the European Commissions Horizon 2020 programme: public engagement, open access, 

science education, gender, ethics and governance (EC 2012). While these remain key cross-cutti ng 

considerations, as the present project is being delivered at the end of the Horizon 2020 cycle rather 

than the beginning, it is important it incorporate the advancements that have been made in the 

intervening period. We therefore propose going beyond these ®key ingredients¯ by using a set of 

principles which have been identified through work under TechEthoss ®Ethics by Design¯ approach. 

These principles have a determinately  ethical central thread, although they also include legal and 

societal concerns.  

https://satoriproject.eu/media/CWA17145-23d2017.pdf
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The second axis of the matrix structure under NewHoRRIzon was the system of 4 dimensions of RRI 

proposed by (Stilgoe et al. 2013): anticipation, reflexivity, inclusion and responsiveness. These are 

extremely useful as structural categories insofar as they represent process rather than content. They 

therefore have a close affinity with the stage -gate structure embodied in the ®readiness level¯ concept; 

they are especially well suited to drawing out a comprehensive set of considerations relative to given 

ethi cal principles and development stages. Learning from the success of the methodology applied by 

(Bernstein et al. 2022),  the  TechEthos tool  implements a similar 4 -part structure . As (Stilgoe et al. 2013) 

argue explicitly, values tend to be culture and context -sensitive, whereas a process-led approach is more 

likely to be adaptable to changing socio -political contexts and novel technologies. The 4 stages of the 

TechEthos tool  - High Level Guidelines, Mid-level guidelines, Product Violations,  and Mitigations  ± can 

be loosely mapped on to the Categories of Anticipation, Reflexivity, Inclusion and Responsiveness 

formulated by (Stilgoe et al. 2013)  and operationalised by (Bernstein et al. 2022).  

(Bernstein et al. 2022) determined that outputs for a tool of this kind should take the form of ®guiding 

questions¯, thus creating a ®thinking tool¯ whose purpose is to prompt users to attend to ethically 

relevant considerations at appropriate stages in the R&I process. This output choice has th e advantage 

of generating a user -led experience, offering the relevant actors a way of structuring their own 

judgments about their projects potential ethically salient impact: a bottom -up rather than top -down 

approach.  

A drawback of this choice of output, however, is that it less action -guiding, and has the potential to 

leave users with no new information should they anticipate ethical challenges. A second potential 

drawback is that the ®guiding questions¯ output might be thought to dilute the ®risk-gate¯ function that 

was one of the essential features of a readiness level framework structure. The authors do note that 

outputs should ideally function as ¬conditions to ¬satisfy through thinking and action (i.e., responses 

taken up in project design and implementation) rather than check-box-like ¬key ingredients to be 

¬considered (Bernstein et al. 2022, p.6), but there was arguably scope to pursue the former approach 

more directly. The guiding questions format has the advantage of preventing users from being alienated 

by an excessively demanding framework, or being divorced from thinking as part of a check -box 

compliance mentality (Catchpole and Russ 2015; Kiran et al 2015). That said, the approach does make 

the tool less amenable risk -management functions (this was indeed a feature  of the tool, as the 

intention was to move beyond a corporate -style, unreflective compliance culture). The TechEthos tool 

aims to incorporate the best of both approaches, with a guidance function based on a set of determinate 

requirements for users to sati sfy, in combination with an assessment function consisting of a set of 

questions to promote reflection.   

The TechEthos SRT informs the ongoing and future work of  additional projects, notably MultiRATE. 

These are discussed in §4 Prospects for Future Work , below.  

Most significantly, the tool should be understood as a further operationalisation and indeed a vehicle 

for the  communication of  operational guidance developed under Deliverable D5.2 and 5.3 of TechEthos. 

The manner in which this has been achieved is specified below under §3.3 Societal Readiness by Design 
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2. Theoretical Foundation of the Societal 
Readiness Tool 

This section explains the theory which supports the structure of the SRT . This 

includes the decision to begin from the  kernel of the  Ethics by Design (EbD) 

approach, building on and generalising the work of the  SIENNA and SATORI 

projects . It further sets out the additional conceptual apparatus that was necessary 

to construct a bridge from the EbD  approach to the concept of ®product social 

readiness¯, where EbD is a factor in, but not constitutive of, the social readiness of 

products. It provides a theoretical justification for the deployment of the concepts 

defined in the previous section.  

The TechEthos Societal Readiness Tool brings together three research programmes, all of which are 
broadly united by the aim of directing technology development in safe, reliable and socially beneficial 
ways. Firstly, it builds on the programme of construct ing extensions to the Technological Readiness 
Level framework (TRL), with a view to improving product reliability and utility in an operational context. 
Second, it incorporates Ethics by Design, as well as the closely related research programmes Value 
Sensitive Design (Friedman et al. 2013; Friedman & Hendry 2019) and Design for Values (See e.g. Van 
den Hoven, Veermas & Van der Poel 2015). Thirdly, it builds on the ELSI/ELSA research programme and 
its intellectual successor, Responsible Research and Innovat ion.  
  
The TRL framework, for the assessment of the progress of a technological product or component 
towards reliable operational deployment, was originally developed by NASA researchers, and has since 
been adopted by a range of organisations, including the Europ ean Commissions Horizon2020 and 
Horizon Europe. The framework has been invaluable as a common benchmark for intercomparison 
between projects and as a measure of reliability of a product or system.    
  
The TRL framework, however, has also given rise to a critical research programme which attempts to 
correct the framework by providing improved analyses of factors it neglects. These added factors go 
together to determine a systems reliability given a proper understanding of its operational context. 
Other examples include System Readiness Level (Sauser et al. 2006), Human Readiness Level (Philips 
2010), and Market Readiness Level (Hjorth and Brem 2016). These are assessment frameworks which 
highlight oversi ghts embedded in the TRL framework, which proponents of novel frameworks contend 
have given rise to technical failures in systematic ways, for instance by neglecting due consideration for 
human capacity to use products as intended, or an organisations preparedness to bring the product to 
market. The concept of societal readiness appeals to a similar contention, namely that ethical, social and 
compliance failings can be attributed to gaps in extant assessment frameworks, and the tool seeks to 
fill those gap s.  
  
There are at least two distinct senses of societal readiness, which could be termed objective and 
subjective societal readiness. The subjective sense implies the extent to which society is sufficiently 
receptive to a given technology, the extent to which p eople desire it, regard it as useful, understand it, 
or are equipped to use it. The objective sense implies the extent to which a technology can be brought 
to market or deployed in a way that does not give rise to significant ethical, legal or social impac ts. The 
two concepts may overlap but are distinct. For instance, the introduction of electricity transmission 
using alternating current was initially opposed because the public did not have a positive subjective 
attitude to it; it was viewed as dangerous. Arguably, it eventually became the standard not because of 
the introduction of novel engineered safety features, but because its practical advantages over direct 
current - long-distance transmission - won out over safety concerns. In other words, its socie tal readiness 
level in the subjective sense improved, while there was no change in its societal readiness level in the 
objective sense (this is of course a historical caricature, but it serves as an adequate illustration of the 
distinction).   
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The focus of the tool will be on what was in the previous paragraph termed the objective sense of 
societal readiness. The tool essentially serves to promote the consideration of ELS factors and assess 
the extent to which those factors have been considered.  It is beyond the scope of the tool to facilitate 
users assessment of consumer attitudes, for example via social scientific methods. That is not to say 
that subjective soci etal  readiness has no place in the analytical framework underlying the tool: public  
attitudes are relevant to societal readiness as understood by the tool, because the interpretation of 
values (a requirement upon users in working with the tool) inherently involves some assessment of 
public attitudes.    

2.1 From Ethics by Design to E LS Readiness  

  
The novel methodological proposal that underlies the TechEthos Societal Readiness Tool is that the 
Ethics by Design framework developed under the SIENNA project can be expanded to form one major 
arm of an approach to guidance and assessment across ELS dimensions.  
  
There are a number of reasons why Ethics by Design was selected as the starting point for the project 
of a social readiness assessment and guidance tool. Given the target user for the tool is designers 
themselves, as well as the corporate responsibility of  organi sations in research and innovation more 
broadly, the proposal is to foreground aspects of readiness which are subject to the agency of the 
designer and the corporate agency of the wider enterprise.    
  
Another reason for taking Ethics by Design as a starting point is a recognition of the need to account 
for the ®temporality¯ of societal readiness, a consideration which emerged prominently in consultation 
with ADIM board members. Innovations that are init ially deemed unproblematic from an ELS 
perspective may later reveal hitherto unanticipated ethical impacts. An example might be virtual 
background software used in video conferencing applications: an ethical assessor faced with this 
product prior to releas e might have been unlikely to anticipate ethically problematic impacts given the 
products position in a field that is not assessed as particularly high risk, and relative similarity to extant 
products. When the product entered wide use, it transpired it w as ineffective for people with dark skin 
tones, leading to negative impacts effectively targeted against particular ethnic groups ± a serious 
ethical failure. This is precisely the kind of failure that can be mitigated through a values -first design 
methodo logy, which foregrounds, for example, the value of inclusivity as a design requisite, and the 
diversity of design teams as a precondition of effective design rather than an extrinsically justified 
regulation.    
  
Another way of putting this point is that Ethics by Design, and Design for Values more broadly, are 
approaches in part conceived as responses to the Collingridge Dilemma, according to which, as 
innovations approach market readiness, our knowledge of them, and thus our ability to foresee their 
impacts, increases just as our practical ability to intervene to mitigate those impacts declines. Design 
for values overcomes the need to wait for improved knowledge of the precise form of future socio -
technical intera ction, by incorporating concern for values throughout the design process.  That being 
said, external factors are often equally, perhaps in some cases more significant components of 
readiness. For this reason, it is necessary to augment the Ethics by Design approach with frameworks 
designed for the comprehension of environmental factors. Below, the relationship between the 
TechEthos SRT and Ethics by Design will be set out, followed by an exposition of the necessary 
complementary frameworks.   
  
The SIENNA framework proposed a method for integrating ethical analysis into a design process, which 
itself builds on work in the Design for Values research programme, notably (van de Poel 2013). The 
SIENNA framework proposes a 5 Step generalized approach for Ethics by Design, appropriate for any 
technology. The 5 steps are as follows:   
  

Step 1: Reach consensus on the key moral values and principles that apply to the technology 
field.   
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Step 2: Derive ethical requisites (or norms) from these values.   
Step 3: Choose and describe an established design methodology for the development of 
technology in the technology field.   
Step 4: Develop operational ethics guidelines that involve a translation of the ethical 
requisites to actionable methodological guidelines.   
Step 5: Develop tools, methods and special topics.   

 
This procedure forms the basis of the structure of guidance formulation for the tools guidance function. 
The application of the SIENNA framework is directly transferable to the Ethics component of the tool. 
The tools outputs are structured according to a list of values  designed to have cross-cutting relevance 
both across the TechEthos technology families and more broadly. These are then translated into 
requisites/norms which form the first conditions presented to the user, as per both the SIENNA method 
and the Design for Values method discussed by van de Poel. The SRT refers to these as ®Mid-level 
Guidelines¯, because they form an intermediate stage between the High -level Guidelines, which do not 
refer in general terms to ethical and social criteria to be promoted or avoided without reference to 
products, and the lower level at which specific operational guidance is offered.   
  
The recommendation under the SIENNA framework for Ethics by Design was that designers should 
operationali se conditions to their chosen established design methodology. The SIENNA project 
presented in detail how this could be done for the cases of Agile, CRISP -DM and V-Method. Because the 
TechEthos tool is intended to have general applicability, the decision was  made not to refer to a specific 
established design methodology in the structure of the tool itself. Instead, a generali sed model of 
technology develo pment was chosen, which is intended to be as widely applicable as possible, relevant 
to any design process.  
  
On the basis of an analysis of such generic models in recent and relevant existing literature (Bernstein 
et al. 2022; Stilgoe & McNaughton 2013; Cooper 1990; Van der Poel 2015; Brey and Dainow 2021; 
Dainow, Brey, Jansen and Matar 2021), a 4-stage generic model was developed, summari sed below:   
  

1. Pre-design and Conceptual Design (Including specification of objectives, specification of 
requirements, ideation of multiple design concepts)  

2. High-Level design (including simulation of design alternatives, technical and economic 
consideration of production processes, finalisation of layout)  

3. Detailed design and development (Finalising form of components, materials, final specification 
of production methods)  

4. Testing and evaluation (including demonstration in operational environment, advanced human 
factors analysis) 

 
This model condenses the SIENNA model, by converting it to 4 rather than 6 stages. A larger number of 
stages in the context of the TechEthos tool would have entailed a correspondingly larger number of 
conditions as outputs of the tool, which was determined  to be excessively complicated. A tradeoff 
between granularity and usability was necessary at an early stage. In order to assess this tradeoff, we 
drew on results from the NewHoRRIzons project in their development of an analogous tool for 
researchers, given shared members of the project teams. Elements of van der Poels model, on which 
the SIENNA model itself drew, were reintroduced in order to add further specificity to the TechEthos 
model.   
 
In earlier iterations of the tool  during development, this 4 -part structure of stages was given a more 
prominent role, with all of the guidance grouped under specific stages.  This structure was not carried 
forward to the final product, because of the tendency of the guidance to cluster at specific stage s. This 
meant the stages were not maximally effective in dividing up the guidance in a way that streamlined 
the user experience. Although in the final tool these stages are no-longer foregrounded in the 
architecture  of the tool, they nevertheless continue to play a role in the guidance itself, as  the guidance 
continues to refer to these stages where the relevant guidance is to be implemented at a particular 
stage.  



 

 

 
 
This project has received funding from the European Unions Horizon 2020 research 
 and innovation programme under grant agreement No.101006249.  
  

        

21 

2.2 Augmenting EbD  

 
The novel proposal implicit in the design specification of the TechEthos tool is that a SIENNA -style 
framework for Ethics by Design can be extended to encompass Social and Legal aspects, in addition to 
Ethical aspects. In essence, the proposal is that wher e ethical values are taken as the first stage or 
primary structuring inputs of the Ethics by Design framework, social and legal criteria can equally be 
taken as the primary structuring inputs of an extended framework. Rough analogous descriptive labels 
for  these extended frameworks would be ®social impact by design¯ and ®Beyond Compliance by design¯, 
where ®beyond compliance¯ indicates a policy of going beyond minimum legal requirements in order to 
anticipate future legal developments (Armour 2018).   
  
From a theoretical perspective, there are clear justifications for this move in the existing literature. The 
extension to social aspects is most straightforward. The Design for Values/Value -Sensitive design 
research programme, with which Ethics by Design i s closely associated, was from its inception conceived 
of as ¬design for moral and societal values (Van den Hoven et al. 2015 2). The distinction between moral 
and societal values is in any case a distinction between terms of art rather than ordinary usag e: the 
reasons we care about societal values are ultimately ethical, in the sense that they concern whether 
peoples lives go well for them. The distinction between ethical and social values is derived from the 
context of policymaking, where ethical values  are principally associated with individual (professional) 
conduct (hence medical ethics, business ethics, research ethics, etc.) while social values are associated 
with the objects of government social policy (employment, education, health, care of the vu lnerable, 
etc.). Thus, there is no principled reason why the project of embedding or instantiating values in the 
design of products and systems should not encompass both ethical and social values.  In the TechEthos 
SRT, the focus of the social component of the tool is on minimisation of social harms, for which there 
are a variety of pre -existing design approaches and methodologies aimed at avoiding these harms ± see 
for Design for Dematerialisation (Fiksel 2009) , Human Capabilities in Design for Values (Oosterlaken 
2015). The extension of EbD across the social dimension is premised on the incorporation of such pre -
existing approaches.  
  
The extension of the Ethics by Design methodology to legal criteria is less obvious and requires more 
explanatory justification. One approach to designing for legal values would be designing products and 
systems to be compliant with existing legislation in  the jurisdictions in which it will be introduced. This 
is something that all designers must necessarily do in any case. In a definitional sense, then, design for 
legal compliance can be viewed as an aspect of design for values, given promoting conformity with the 
law is both a standard of behaviour to which individuals should aspire, and a proper object of social 
policy. On the other hand, design for compliance does not in any meaningful sense form part of a values -
oriented design methodology, given it sho uld already be captured under purely technical and 
commercially oriented design methodologies.    
  
However, research conducted under the TechEthos project suggests that an Ethics by Design 
methodology does make important novel contributions to guidance and assessment of legal readiness, 
in at least two respects. Firstly, designers can be prompted to con sider how systems can embed the 
values embodied in legal regimes that go beyond mere compliance with existing regulations. They can 
also be prompted to consider non -binding, aspirational and implicit legal standards and principles. These 
include the declar ations and recommendations of international institutions and mandated professional 
bodies. For instance, the UNESCO Universal Declaration on the Human Genome and Human Rights does 
not create issues for legal compliance, given it does not create rights and duties that can be enforced 
by a court. However, it does create legally recogni sed normative standards which are highly relevant to 
the design of technical systems in the life sciences. In other words, design for ®beyond compliance¯, as 
conceived by TechEthos, designates the practice of designing systems to embed the values embodied 
not  only in extant law to achieve full compliance, but also looking to exceed minimum standards, aiming 
to actively promote the principles and values at which those standards are directed.  
  
Secondly, the Ethics by Design methodology can be adapted to the consideration of anticipatory  law. 
Part of the theorical attraction of prioritising the embedding values in designed systems was that it 
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reduced the designers dependence on anticipatory assessment practices. Rather than attempting to 
anticipate all the ways in which a class of systems could produce undesired or undesirable outcomes 
and introduce specific measures to counter them, the desig ner would instead prioritise building values 
into the system so that they would act as a kind of internal fail -safe against unanticipated negative 
outcomes. A similar principle can be applied to aid designers when considering how best to achieve 
compliance with potential future regulatory regimes in the context of legal uncertainty. Instead of 
attempting to predict these changes, Beyond Compliance by Design promotes design practices 
designed to circumvent the need for such predictions, for example by adapti ng designs to conform to a 
range of regulatory eventualities, or temporarily pausing development when crucial regulatory issues 
look set to be clarified in the near -term.   

2.3 Divergence from Ethics by Design   

Use-Context Interventions   
  
Product societal  readiness cannot solely be established via designing for ethical, social and legal values, 
however successful. Some factors determining whether a product can be said to have achieved societal 
readiness are external to the design itself and are beyond the direct control of the designer. For this 
reason, product social readiness goes beyond Ethics by Design and the broader literature on Design for 
Values in its underlying theoretical framework.    
  
The concept of use context conditions as it appears in the tool can be traced in part to the practice of 
Context of Use analysis, as it developed as a feature of Usability Studies (Alonso -Rios et al 2010). ISO 
Standard 9241-11 defines Context of Use in ter ms of users, tasks, equipment and environment (ISO 
9241-11: 1998(E) p.4), and this understanding of the term, with some variation, has formed the basis of 
how the term is used in subsequent analyses (Kirakowski and Cierlick 1999; Maguire 2001). This 
conception of Context of Use, however, refers to the context that must be taken into account in 
useability assessments; it is thus narrower than the conception of use context invoked for the purpose 
of ELS readiness assessment. Although the aforementioned standard, for instance, acknowledges the 
role of the ¬social and cultural environment in assessment, consideration is limited to conditions which 
condition product ergonomics and efficiency, meaning the u nderstanding of these terms is limited to 
proximate facto rs like office culture and the organi sational  structure of companies. ELS readiness 
assessment, meanwhile, must take account of the conditions present in society at large, as well as larger 
institutional structures. Thus, the term ®use context interventions ¯ for the purposes of the tool does 
not merely  imply a description of the use cases in which the system can be effectively deployed, but 
rather, a description of the contextual conditions that have to be in place to enable reliable deployment . 
These can be interventions that are within the control o f the  designer  or manufacturer , or interventions 
which are not within the direct control of the designer or manufacturer, but through which they may be 
able to have some influence .  
 
Thus, the concept of Use Context Conditions employed by the tool is modified and augmented by 
research in the Responsible Innovation literature, drawing in part from the lessons of partially 
analogous tools that have already been developed through the Hori zon2020 programme, including RRI 
Tools, MoRRI, COMPASS, FIT4RRI, ORBIT, PRISMA and NewHoRRIzon.   
  
Deployment Interventions   
  
The concept of product soci etal readiness is also partly constituted by a number of organizational 
factors which delineate the relationship between the innovation organi sation and the wider social 
environment. Again, these must be seen as going beyond the scope of Ethics by Design and Value 
Sensitive Design, as they are not focused on the product itself, but on the procedures and practices in 
place in the innovation organi sation. They must also be distinguished from Use -Context Conditions, as 
they refer to procedures  to be carried out by  innovation organisations, rather than general societal 
conditions over which innovators have no direct control. Design Conditions and Deployment Conditions  
are obviously closely interrelated, especially given that we can expand the scope of the design 
conditions concept to encompass organi sational design and system design . 
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Figure 3: Extending EbD across two dimensions  

Assessment  

It has been argued that  there exists no general method for verification or validation of having 

successfully instantiated values in an engineered product (Van de Poel 2013 685). While it is possible to 

carry out checks to establish whether certain specific values, like safety, h ave been met, there is 

currently no standardisable way of determining success with respect to all values, or a given value. 

Judgement on the part of the designer and the assessor (who might be the same person) must come 

into play, given the current state o f the field, and arguably by necessity. In the absence of such a method, 

assessment must focus mainly on procedural criteria, i.e. an assessment of whether steps to promote 

the instantiation of the required values have been taken, rather than an assessment  of whether the 

values are in fact instantiated in the product under assessment.    

Thus, in one sense, any attempt to develop a tool for readiness assessment must necessarily diverge 

from the practice of Ethics by Design and/or Design for Values, as assessment of procedural criteria 

ultimately implies the need for a checklist at some lev el of analysis. The innovation of the TechEthos 

SRT is to incorporate a greater role for reflectiveness in the processes of assessment, so that the 

assessment itself has the function of raising users ethical sensitivity. This is achieved through users 

being prompted to explain, in their own words, how they have attempted to fulfil  the conditions set out 

by the tool and then to assess the extent to which their explanation succeeds in satisfying the condition. 

In other words, the assessment function allows users to attain a greater understanding not only of the 

objective measures on which their project may fall short from an ELS perspective, but also a greater 

subjective understanding of ways in which their proposed responses to ELS concerns could be 

improved .   

The limitation  of this approach is that given assessment has a major subjective component,  meaning 

users may be inclined to overestimate  their own success. This drawback is mitigated when one bears in 

mind that this is not intended as a certification tool, but a tool of reflection and qualitative self -

assessment. The decision not to develop a tool that played a certification function was motivated by 

the core concern, arising from the Ethical Analysis conducted under D2.2, that a certification function 

would facilitate ¬ethics washing. It also builds on advice from the TechEthos ADIM board (via a workshop 

conducted April 25 2023), which strongly surfaced the concern that a linear modal of progress towards 

readiness would neglect temporal aspects of readiness, whereby assessments of readiness can radically 

shift in li ght of new information or attitudinal changes precipitated by events. There are also practical 

advantages to avoiding a certification model of assessment. Certification would require tests 

administered by independent assessors, necessitating significant costly institutional structures to which 

organi sations may have insufficient incentive to voluntarily submit , whereas a self-administered 
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voluntary tool has fewer barriers to access.  Any voluntary self -assessment tool takes a measure of 

integrity on the part of its users as a starting assumption, and thus it is appropriate that the TechEthos 

tool effectively makes use of that integrity , in an instructive role.   
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3. Societal Readiness Tool Framework 
This section sets out the framework of the Societal Readiness Tool, explaining its 

intended context of use, its structure, its method of use, and the relationship 

between the tool text and the scholarship on which it draws. The structure of the 

tool is explained with excerpts from the tool text. The tool text is annexed to this 

report  (Annex 1).  

The TechEthos Societal Readiness Tool framework was developed from March to December 2023. 

Development began with a series of scoping questions . The first was to determine the primary target 

user group for the tool: while the conceptual foundations of a tool of this kind can in part be located 

within the RRI tradition , there has been a proliferation of tools for researchers, in a university context 

and the context of public research organisations , under the aegis of RRI. Tools aimed at product 

developers, f or instance in private industry settings, meanwhile, were expected to constitute a greater 

need given the state of the field . There was also a recognition of the desirability of serving a separate 

user base from the NewHoRRIzon tool in order to maximise the extent to which the various potential 

users were served by appropriate ethical sensitivity tools.  

The second question was to determine  a level of analysis for the tool. In particular, it was important to 

establish whether the tool would limit its conception of societal readiness to a product level, or whether 

it would also apply the concept of readiness to the technology level (see Umbrello et al 2 023; Brey 

2012). A more precisely specified systematisation  of levels and objects of ethical analysis in anticipatory 

technology ethics was one of the central contributions to the ATE+ framework developed unde r the 

aegis of the TechEthos project  (Umbrello et al 2022) , which was an updating of the ATE framework (Brey 

2012). ATEs 3 level taxonomy of objects of analysis, ¬technology level, ¬artifact level, ¬application level 

(Brey 2012, 2), was transformed under ATE+ into a 5 level taxonomy : ¬technology family  level, 

¬technology level, ¬technique level, ¬application level, and finally ¬use case level (Umbrello et al. 2023, 

6). This updated taxonomy thus gives rise to the question of whether to provide guidance specific to 

techniques and applications, in addition to (or perhaps instead of) products and technologies.  

In order to determine a response to these initial scoping questions, an expert workshop was carried out . 

The expertise and backgrounds  represented in the workshop group comprised  figures who work both 

in academia and in industry, industry figures , academics, science communication specialists, regulation 

policy experts  and risk management experts. A number of important considerations were surfaced in 

the course of this workshop which fed directly into the development of the tool.  

While a range of potential target audiences for the tool were discussed  no overriding view on target 

emerged. However , the principle that the co ntent should be as precisely targeted towards its intended 

audience as possible was strongly represented. This was judged to militate in favour of depth rather 

than reach in terms of user targets,  and given the factors favouring a product develo per focus already 

adduced in terms of overcoming potential lacunae in existing research , it was determined that product 

developers should be the focus of precise targeting.  

This determination had downstream effects on the question of scoping in terms of level analysis. 

(Umbrello et al. 2023) effectively disaggregates the product/ artefact  level by introducing the category 

of ¬device which is ¬comprised of one or several techniques and procedures. While this is useful in a 

scholarly context insofar as it is intended to establish more formal consistency between levels of 

analysis, with each level being defined  recursively, these categories arguably have less utility in an 

applied context . This is because the concepts ¬device, ¬technique and ¬application become to some 

exten t  terms of art with stipulated definitions . The term ¬product meanwhile obviously comes directly 
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from the industrial context. A lthough vague as an ontological category, as (Umbrello et al. 2023) 

effectively point out, ¬product was determined to be the most suitable target for an operational tool 

given the utility of using conceptual categories in established use in existing institutional and 

organisational contexts.  

The TechEthos SRT has a 4-part hierarchical structure which mirrors the structure of the EbD 

methodology. This structure is set out in the below figure, and further explicated in the following 

sections.  

 

Figure 4: Hierarchical structure of SRT mirroring structure of EbD process  

3.1 Procedure   

It is envisaged and recommended that use of this tool will take place in the context of a Societal 

Readiness Management strategy adopted by innovation  organisations. This involves making societal 

readiness management part of the organi sations CSR strategy and mission, appointing officers and 

creating teams to support Societal Readiness Management, doing Societal Readiness Management 

training, assigning budget for S ocietal Readiness Management , and incorporating Societal Readiness 

Management into  the management structure of the organization.  

It is proposed that this strategy should follow an 8 -step procedure, as follows:  

Step 1 - Product categori sation  

It is recommended that Societal Readiness Management is initiated right at the beginning of product 

development, at the initial stage of design in which objectives are established for the product, before the 

stage at which requirements are specified. Societal Readiness Management can also be started later in the 

development process, but this risks extra cost and effort that may be involved for redesign.   As a first step, 

we recommend that it is established, for the purposes of SRM, what type of product is being developed.  

Societal Readiness Management employs a number of product categories that imply somewhat different 

Societal Readiness Management trajectories.  

Step 2 ± Assessment of objectives  

During this step, it is assessed whether the objectives of the product (the function that it is used for and the 

benefits that it is thought to provide) are compatible with standards of ethics, law, and avoidance of harm.  

Some objectives may be inherently unethical or illegal or be associated with unavoidable harms.  The 

assessment should be based on the ELS standards formulated for the product category plus any other 
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principles that seem to apply.  Objectives should be modified in order to meet ELS standards.  If this is not 

possible, the project should be abandoned. 

Step 3 ± Complete Initial ELS assessment  

During the design stage at which product requirements are formulated, initial product requirements are 

formulated, after which an initial ethical risk assessment, social impact assessment, and legal assessment 

is done.  These assessments are intended to establish significant ethical, social and legal issues that need to 

be accounted for in working towards societal readiness, and to assess risks of noncompliance.  The 

assessments should include all the ELS requirements for the product requirement, but also be sensitive to 

other issues that may not be covered by the requirements.   

The assessment should include an assessment of potential misuse of the product and ways in which misuse 

could introduce ELS issues, and an assessment of potential uses, user groups and use contexts of the 

product, and ELS issues that could result. 

It is recommended that the assessment is updated several times during product development, to account 

for new information about the product, the context of use, and potential issues and impacts. 

Step 4 - Establishment of requirements  

During this step, the initial design requirements are tested against the ELS requirements (including new 

requirements resulting from the assessments) and they are modified to ensure compliance.  The ELS 

requirements are used to formulate additional design requirements, to the extent possible.   

Step 5 ±  Societal Readiness Management detailed planning  

A detailed plan is made for further SRM, both in the design process, and in product guidance for deployment 

and use.   

Step 6 ± ELS implementation in further design, development and testing  

Further Ethics by Design actions in product design, as well as similar actions for social impacts and legal 

compliance.   

Step 7 ± ELS implementation for further product guidance for deployment and use  

These are efforts to steer the deployment and use of the product, so that it is used in the intended manner, 

by intended categories of users, in intended use contexts, and so that mitigating actions are made by third 

parties to mitigate negative ELS effects.  This includes efforts in marketing and promotion, guidance and 

training (of deployers and users), sales and distribution, and customer support and service. 

Step 8  -  Pre-market societal readiness assessment  

Societal readiness assessments can be made at any point in time, but the most determining assessment 

should take place after completion of the design process and before product release.  If this assessment 

leads to an overall verdict of societal readiness, then the product can be launched.  If not, then further 

mitigating actions are needed, either in design or product guidance, or by inducing other actors to create 

needed changes in regulation or the product environment.   

The TechEthos SRT is a device for guiding users through a simplified version of this process . It does so 

by presenting a generic set of requirements that should be fulfilled by a broad spectrum of product 

categories, allowing users to begin reflection on ELS aspects and t o conduct societal readiness self -

assessment. As the process is repeated during the product development cycle, users should ideally 

begin to treat the tool as an exemplar , which they should adapt to the concerns specific to their product 
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category. The SRT is a device to facilitate and inform a fully adequate Societal Readiness Management  

strategy , it should not be treated as constitutive of such a strategy.  

3.2 High-level Guidance 

The SRT is fundamentally structured according to a set of high -level requirements which consist of  a set 

of ethical values or principles and a set of social impact criteria with general applicability across 

technology families.  These are intended to provide a generic model according to which product 

developers across a variety of industries can  structure their own  reflection on how to build ethical 

principles and practices into their design processes. These requirements as stated can only be a first 

step, however, as ethical values and social impact criteria should be adapted for individual technology 

fields. The tool is intended to facilitate this process.  

The term ®high-level guidance¯ corresponds to the concept of Ethics by Design Values within the 

generalised framework for an Ethics by Design proposed under SIENNA (SIENNA D6.3 Brey et al 2021). 

The term ®high-level guidance¯ was selected as an effective generalisation of ®Ethics by Design Values¯ 

in the context of the present tools theoretical development of the EbD approach to comprise an 

analysis of the entire product environment and to broaden the analysis to social and legal aspects.  

This section proposes a set of generic high -level ethical  and social requirements and explains how these 

can be applied , both as self-standing criteria for promoting ethical sensitivity, and in the context of the 

kind of Social Readiness Management process just set out, by serving as exemplars to be tailored for a 

specific type of product . 

3.2.1 Ethical Criteria  

The high-level guidance function of the ethical component of the tool consists of a set of ethical criteria 

as follows:  
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Ethical Criteria  

Diversity, Equity and Inclusion  

Safety and Security 

Fairness and Distributive 

Justice 

Freedom and Autonomy  

Privacy 

Responsibility and 

Accountability  

Individual Wellbeing  

Table 3: Ethical Criteria  

Note that the order in which the criteria are listed is of no significance , this also goes for the social and 

legal criteria, below.  

These criteria were identified via the following method . Firstly, ATE (Brey 2012) was identified as a core 

ethical assessment approach within TechEthos from the initial stages, and the framework was updated 

via TechEthos results throughout the course of the project, culminating in the ATE + framework 

(Umbrello et al. 20 23). These frameworks identify a list of key values of primary  importance in ethical 

technology assessment, which were arrived at via a detailed expert survey of the theoretical literature 

as well as some technical literature. In the context of the present project, therefor e, these frameworks 

were identified as the primary starting point for candidates for generic high -level ethical guidance.  

This initial ATE-derived set  of high -level ethical guidance criteria was then augmented with reference to 

key TechEthos results. In particular, research conducted under the TechEthos project identified a 

number of ¬cross-cutting ethical issues in technology ethics. These arose from analysis of the three 

TechEthos technologies,  but were identified as being of general importance with respect to both 

emerging and innovative technology development and their corresponding policy contexts.  

One set of cross-cutting concerns which augmented the foundation laid by ATE/ATE+ arose from ethical 

analysis conducted under TechEthos D2.2 (Adomaitis, Grinbaum, Lenzi 2022), an analysis based largely 

in philosophical and theoretical literature.  

These were the following:  
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D2.2 Cross-Cutting 

Concern 
Gloss 

Irreversibility  

Relates to ethical concerns of ¬hubris, ¬unreflect[ive] ¬ haste, and the 

principle that an action may be judged not just for its consequences but for 

their ¬irreparable character (Adomaitis, Grinbaum, Lenzi 2022, 16-17) 

Novelty and speed of 

change 

¬[E]thics of technology essentially amounts to questioning the speed at which 

technology brings novelty into the world (Adomaitis, Grinbaum, Lenzi 2022, 

18) 

Vulnerability and 

structures of power  

¬[A]n ethical analysis should look at the way risks and benefits are distributed 

across several dimensions, including gender, race, sexuality, social class, age, 

ability, origin and North/South relations  (21) 

Governance of 

uncertainty  

¬TechEthos aims at facilitating [governance of uncertainty] on the level of 

personal systems (individuals) such as researchers, on the level of 

organizational systems such as research organizations (universities, 

enterprises), research ethics bodies, research funding bodies, and policy 

bodies; and eventually on the level of function systems (science, economy, law, 

politics) (23) 

Perception of 

uncertainty  

¬the description of the future yielded by those who create the technologies 
which can potentially shape it, is expected to ®cause¯ change much like a 
teleological forc e (24) 

Security 
¬Security situations are best analysed as conflict situation s, ¬Being negligent 
with regard to security can negate all ethical design by enabling damaging 
consequences (26)  

Ethics washing 
¬pushing for an ethical governance of [e.g., AI] in order to avoid hard laws that 
could limit technological innovations (27) 

Table 4: D2.2 Cross-Cutting Concerns 

A second set of cross-cutting considerations was derived from qualitative empirical research via the 

citizen awareness and attitude events conducted under TechEthos WP3. These events surfaced a 

number of value -centred considerations which citizen participa nts raised as relevant concerns with 

respect to all technology families addressed by TechEthos.  

These were the following:  
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D3.2 Cross-Cutting 

Concerns 
Gloss 

Safety and reliability  

¬In CE¤unknown effects and potential dangers¤to¤physical safety¤and 

the ecosystem; ¬in XR¤safer life¤in context of dangerous jobs, 

¬addictiveness; ¬In NT....health impacts, [more concern regarding] invasive 

applications (Buchinger et al. 2023, 109) 

Equity, Diversity and 

inclusion 

¬In CE¤major concern is global distributive justice¤making sure all can 

benefit¤regardless of socioeconomic status or location; ¬In XR¤insuring 

equal access to the technology for all social groups¤potential for 

exacerbating existing inequalities between social classes; ¬In 

NT¤neurodiversity and respecting the uniqueness of humans (110) 

Responsible use and 

accountability  

¬In CE¤having an accountable party for potential disasters, ¬In XR¤who is 

responsible [given that] there are many different actors involved from the 

creation of the technology until its utilization; ¬In NT¤well planned use of the 

technology¤prioritiz[ing] applications in more important areas like 

healthcare (110) 

Table 5: D3.2 Cross-Cutting Concerns 

Some of these cross cutting -concerns directly influenced the selection and interpretation of the high -

level guidance categories, while others influenced the structure of the tool more indirectly, but no less 

profoundly. As  already intimated, the concern for ethics washing, for instance,  was addressed as a 

structural design feature of the tool , by developing a procedure intended to circumvent what (Bernstein 

et al 2022) called ¬the drumbeat of technological development, i.e. the assumption that progress from 

concept to deployment is linear and inevitable and that ethics is just a hurdle to jump along the way.  

As is no doubt evident, of the other cross -cutting considerations, several were adopted directly for the 

purposes of the high -level guidance categories, in particular, ®Equity, Diversity and Inclusion¯. This was 

a convenient and instructive umbrella concept which brings together a number of concerns identified 

under ATE but treated separately, including non -discrimination and equal treatment relative to age, 

gender, sexual orientation, social class, race, ethnicity, religion, disability, etc., north ±south j ustice and 

intergenerational justice (Brey 2012, 12).  

The remaining cross-cutting concerns were brought under other categories, thereby adding multiple 

layers to their possible interpretations across projects and a variety of potential use -contexts. For 

instance, the D2.2 key concerns with the governance of u ncertainty and irreversibility were primarily 

captured under the concept of responsibility and accountability, with this category including the 

recognition of the appropriateness of a precautionary stance  in certain cases. The security concerns 

identified under D2.2, with their primary focus on the security of information systems, networks and 

programmes, was generalised to include within its scope the safety and reliability concerns identified 

as being of central significance during citizen workshops.  

The list of high -level values selected therefore reflects recognition of the idea that ethical value 

categories are liable to receive radically different interpretations when applied to different fields. The 

decision was effectively to make a virtue of thi s multiplicity, by encouraging the user to begin by 

reflecting on the potential of their system to implicate ethical values in the broadest terms, thereby 

anticipating as great a range of parameters of analysis as possible.  
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Examples of how these value categories should be interpreted for specific fields are given with 

reference to the TechEthos technology families . For instance, the high-level guidance for the value of 

Freedom and Autonomy, the guidance text reads:  

Freedom and Autonomy   

Freedom refers to the protection of personal freedoms of the kind typically safeguarded by liberal 

constitutions, including freedom of expression, freedom of assembly and freedom of association. It 

is the value of non-interference by external actors, including (but not limited to) states, in the sphere 

of legitimate behaviour. Freedom in this sense is sometimes referred to as negative freedom, or 

®freedom from...¯.   

Autonomy refers to the value of people being able to act according to their own values and to direct 

their lives as they see fit. Autonomy is sometimes referred to as positive freedom or ®freedom to...¯. 

Autonomy comprises the value of non-manipulation and of informed consent.  

Freedom and autonomy are interrelated. Freedom of thought and expression, for instance, can be 

achieved by protections against interference, either by the state or by other systems of power, 

including technological systems. Expression and free thought, are, however, important instances of 

the exercise of autonomy. Freedom and autonomy are therefore mutually supportive. Loss of 

autonomy can be more insidious than loss of freedom. We lose autonomy when other entities make 

decisions on our behalf, or influence our decisions in a way that prevents us from full rational 

consideration of them.   

This would have a range of different specific interpretations depending on the product design project 

in question. In AI applications for instance, the value of autonomy, with its concomitant value of non -

manipulation, is cashed out primarily  as recognition of the dangers of ¬over-reliance on AI applications 

on the one hand, and ¬interfering with end users decision-making processes in an unintended or 

undesirable way on the other (see ALTAI  EC DG Communications Networks and Technology 2020).  

In medical technologies, including clinical neurological implants , reflection on of the value of autonomy 

can raise the radically different concerns . For instance, the importance of balancing the need to conduct 

experiments using human subjects with diminished decision -making capacities, including children and 

people with neurological impairments (in order to develop interventions for the benefit of these 

categories of subject), against the difficulty of obtaining prior informed consent from these subjects as  

a result of  precisely those diminished capacities. (Greely et al. 2018).  

The tool elicits reflection on how to draw out these multiplicities of interpretation by means of 

examples. For instance, one example it offers for the value of Freedom and Autonomy draws on specific 

concerns in relation to Solar Radiation Modification:  

SRM: Reflection on autonomy is important in relation to SRM because open-air experimentation in 

the development of such technologies has the potential to materially affect human subjects, giving 

rise to considerations of prior informed consent.   

3.2.2 Social Impact Criteria 

The high-level guidance function of the social component of the tool consists of a set of social impact 

criteria as follows:  

Social Impact Criteria 
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Environmental Impact  

Property  

Social Institutions  

Basic Needs and Socio-

Economic Security 

Social Cohesion 

Social Relations 

Human and Civic Capabilities 

Table 6: Social Impact Criteria 

 

There is scope for a multiplicity of interpretations at a conceptual level for social impact criteria as there 

are for ethical values . However, it remains the case that different projects are certain to have radically 

different primary concerns with respect to the possibility of impacts falling under these categories.  

Under the criterion of Social Cohesion, for instance, for AI applications, the importance of mitigating 

the potential for AI systems to impact on a societys political culture has been prioritised, notably ¬when 

AI systems amplify fake news, segregate the electorate, facilitate totalitarian behaviour (see ALTAI  EC 

DG Communications Networks and Technology 2020). In genomics meanwhile, a key concern is that new 

technologies will contribute to a ¬genomic divide (Singer and Daar 2001) between regions that have 

access to the most advanced techniques and those that do not.  

The tool enables users to navigate these differences in primary concern foregrounded for the purposes 

of different use -cases by means of examples. For instance, for social cohesion the guidance text draws 

on the potential for novel forms of online platform to facilitate socially disintegrating forms of speech:  

Certain online platforms and products provide a space for the dissemination of hate speech, 

discriminatory content, and extremist ideologies. Products designed without effective content 

moderation or safeguards against abuse may inadvertently contribute to the amplification of 

divisive narratives. 

3.2.3 Note on Legal Aspects 

The prospect of following a similar procedure for legal aspects was trialled during the tool development 

process. Two possible courses of action were pursued as potentially viable. One was to develop a set of 

legal impact criteria that could fulfil a role analogous to that of ethical values and principles in the EbD  

generalised framework , the other was to cover aspects of legal impact under the aegis of ethical and 
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social impact criteria. A draft framework of criteria for readiness analysis of legal a spects was proposed, 

as follows:  

 

Legal Criteria 

Compliance Risk  

Soft Law/Governance 

Frameworks 

Legislation in progress  

Proposed law/ regulatory risk  

Fundamental Rights  

Table 7: Legal Criteria 

In principle, these criteria would structure guidance in the same way as the ethical and social criteria, as 

dimensions for analysis that assist the user in checking the consistency of their design objectives against 

legal norms , anticipat ing potential product violations of legal norms, and identify mitigating actions via 

design, deployment conditions and use -context interventions.   

In the context of the present tool, it was determined that there was limited utility in treating legal 

criteria separately. There were two main factors which influenced this determination. First, such an 

analysis is necessarily so specific not only to the innovation field, but also to the particular project under 

consideration , that the degree to which a generic tool of the kind presented here could supply 

meaningful  guidance is limited. Second, product compliance is a highly developed specialised field whi ch 

is operationally separate from design ethics, with significant organisational resources typically already 

devoted to it. The institutional and organisational barriers to uptake of a tool that propose d to bring 

compliance under the larger umbrella of ELS readiness, rather than continuing to treat it as a self -

standing concern, are therefore greater  than  they would be for a tool positioned in the design ethics 

space. For these reasons, it was determined that it was preferable to consider legal aspects with in the 

social and legal criteria in the context of the present tool. For instance, fundamental rights are 

principally captured under ®Freedom and Autonomy¯ of the ethical criteria.  

These legal criteria are, however, set out in this report as they could serve as a basis for future 

applications of the tool, in particular, if adapting the tool to one or more specific innovation fields. The 

proposed legal criteria could be used to structure reflection about design specifications, the 

management of design processes, and preparing the product environment to achieve societal readiness . 
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Ethical Criteria  Social Impact Criteria  Legal Criteria 

Diversity, Equity and Inclusion  Environmental Impact  Compliance Risk  

Safety and Security Property  
Soft Law/Governance 

Frameworks 

Fairness and Distributive 

Justice 
Social Institutions  Legislation in progress  

Freedom and Autonomy  
Basic Needs and Socio-

Economic Security 
Proposed law/ regulatory risk  

Privacy Social Cohesion Fundamental Rights  

Responsibility and 

Accountability  
Social Relations  

Individual Wellbeing  Human and Civic Capabilities  

Table 8: The High-Level Societal Readiness Criteria 

3.3 Societal Readiness by Design 

This section explains how ethical and social requirements can be accounted for in design  in the context 

of the TechEthos SRT. Ethics by Design (EbD) is ¬an approach for systematically and comprehensively 

including ethical considerations in the design and development process of new technological systems 

and devices (Brey and Dainow 2023). It can be viewed as a generalisation of approaches in computer 

science including ¬privacy by design (Cavoukian 2009) and ¬secure by design (e.g. UK Department for 

Culture, Media and Sport 2018) , which are premised on the claim that designers of programmes and 

information systems should build privacy and security features into the architecture of those systems, 

so that (ideally) it is in principle impossible for  many standard  privacy and security breaches to occur.  

These approaches in turn arguably related to back to the  still  earlier  concept of ¬quality by design in 

management theory (Juran 1992) . 

Ethics by Design methodologies are methods for incorporating ethical guidelines, recommendations 

and considerations into design and development processes (SIENNA D6.2, Brey et al. 2021 , 26). A key 

contribution of these methodologies is that they are intended to provide a means of bridging the gap 

between abstract guidelines and operational decision -making in the day-to -day activities of innovation 

organisations. Ethics by design methodol ogies ideally aim to locate ethical considerations to different 

stages the development process .  They do this by finding ways to translate and operationali se ethical 

guidelines into concrete design practices. Ethics by design approaches evolved from and are a 

continuation of approaches in  computer science and engineering that begin in  the early 1990s, initially 

under the name ¬Value-sensitive Design (Friedman, Kahn, Borning & Zhang 2006) and later also under 

the label of ¬Design for Values (van den Hoeven, Vermaas and van der Poel 2015). The SIENNA project 
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and the related publication (Brey and Dainow 2023) are the most complete EbD approaches developed 

hitherto, although the IEEEs whitepaper Ethically Aligned Design ± Version II is another significant 

contribution ( The IEEE Global Initiative on Ethics of Autonomous and Intelligent Systems 2017 ). 

Beginning from the foundation al premise that embedding ethical values and standards in designed 

artifacts is a central component of achieving product social readiness, the guidance function of the 

TechEthos SRT enacts and guides users through an EbD-centred approach in particular by showing by 

example how high -level guidance can be progressively translated first into design requirements, then 

into concrete procedural act ions in the design process.  

First, the high -level guidance described in the previous section is translated into ®mid-level guidelines¯. 

The term ®mid-level guidelines¯ in the context of the TechEthos SRT corresponds to the term ®Design 

Requirements¯ in the EbD framework ( (SIENNA D6.3 Brey et al 2021; Brey and Dainow 2023). As with 

the term ®high-level guidelines¯ the term represents a generalisation of the EbD concept to encompass 

non-design interventions (see 3.4 Shaping Deployment and Use, below). Mid-level guidelines are an 

application of the High -level guidelines to the product level, they specify in generic terms the ways in 

which products need to conform to the ethical and social standards embodied in the high -level 

guidelines for ELS readiness.  

Thus, for instance the high -level guideline:  

Safety and Security  

Is translated into the mid -level guidelines:  

¶ Safety: Products should be safe to use, without significant risk of physical harm or harms to mental 
health and well -being.   This applies to all users and third parties, with special consideration for 
children and members of vulnerable groups. 

¶ Security of the person: Products should not undermine security of person, including protections from 
arbitrary arrest, violence, physical harm, threats to well-being, freedom from torture, and access to 
justice.  This applies to all users and third parties, with special consideration for children and 
members of vulnerable groups. In particular, products should be developed in a way that anticipates 
the potential for dual use and minimises malicious uses while maintaining beneficial applications. 

¶ Security of the system: Products should be free of vulnerabilities which would allow third parties to 
create threats. 

Again, in the context of an EbD methodology, mid -level guidelines are field -specific. Thus, mid-level 

guidance under the TechEthos SRT serves two interrelated functions. First, it provides generic guidance 

to which a wide range of product categories need to confor m to achieve societal readiness. Second, it 

serves as an example of how high-level guidance can be translated into product requirements, enabling 

users to add to the mid -level guidance as appropriate,  recursively updating the tool,  especially as their 

knowledge of product -society interactions increases over the course of the development cycle.  

The development of field -specific guidelines is an aspect of the broader Social Readiness Management 

process specified above. However, it is beyond the scope of the tool itself to provide an algorithm for 

how this should be done. The tool provides a set of scaffolding to both prompt reflection on field -

specific ethical requirements,  and provide a procedure for applying those requirements once 

established. If field -specific guidelines for the domain already exist, it is recommended that they be 

included in t he guidance at this stage. TechEthos has developed field -specific guidelines for projects 

working in the fields of solar radiation management, carbon dioxide removal, digital extended reality, 

and neurotechnology by refining existing guidelines on the basis of TechEthoss expert and citizen 

engagement ( Cannizzaro, Bhalla, Brooks, Richardson, Francis & Lenzi 2023). Innovation organisations 

working in these fields are invited to apply these guidelines at this stage. The TechEthos Guidelines 

developed under D5 .3 also provide a model for the development of guidance which can be generalised 
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to other fields. This model builds on and complements the generic model for the development of ethics 

guidelines for a given field produced under SIENNA ( SIENNA D6.3 Brey et al 2021, 50). 

Societal Readiness Management requires innovation organisations to set down a list of technical 

requirements, the design features the product is intended to have, and to test those requirements  for 

consistency with the mid -level guidelines. Effectively, mid -level guidelines are added to the product 

specification, and then the full list of technical, ethical, social and legal requirements is assessed to 

determine whether all requirements can be ac hieved simultaneously. This EbD-derived procedure is 

represented in the tool through ¬Reflection Stage 2, which guides the user through the procedure as 

described, recursively updating the tool accordingly.  

The final steps under the guidance function of the SRT is to assist the user in anticipating ways in which 

a product in development could violate mid -level guidelines, and to prompt reflection about 

appropriate mitigations. These correspond roughly to ®Tools and Methods¯ under the methological 

hierarchy of EbD (see figure 2, above), and suggest specific operational design interventions according 

to which ethical values and soci al impact goals can be embedded in product design.  

Thus, for instance, the example given for mitigating action in response to violations of security of the 

system is as follows: 

o (Design) Products should be designed according to Secure by Design Principles, whereby 

threats of malicious interference are assessed from the Conceptual Design phase onward, 

and mitigations are as far as possible embedded into the structure of the product and its 

environment. Reference should be made to field-specific standards on cyber security 

including the following IEEE standards, ISO 27001-2, the SHERPA guidelines  

The mitigation thus locates mitigating actions to specific phases in the design process, and points the 

user towards independently validated standards , conformity to which represents the most 

appropriate response to potential violations. As with the other levels of analysis, the violations and 

mitigations are intended not only to provide concrete guidance but also to serve as examples, as the 

tool antici pates that the list of potential violations and corresponding mitigating actions will continue 

to be upda ted as the user reiteratively continues to use the tool.  

3.4 Shaping deployment and Use 

In addition to design -based interventions, Social Readiness Management requires innovation 

organisations to reflect on organisational conditions of product social readiness, embodied in the 

organisational structures of innovation organisations themselves, their strategies for product 

deployment, and the ways in which they can act to shape the context in which the product is used.  

Reflection on ethical analysis in industrial design should therefore look at technologies from the 

perspective of the organi sati ons, context and sectors in which innovation takes place.  

The design, development, commerciali sation, and use of a new and innovative solution is a complex 

process, engaging one or more individual organi sations, working in an innovation ecosystem made of 

several different actors (R&I partners, suppliers, distributors, sellers, up to end -users).  

Key stakeholders identified in TechEthos with respect to the innovation ecosystem of new and 

emerging technologies include: researchers, technological, economic, legal, and ethics experts, science 

engagement professionals and civil society actors; scientific/technological communities, ethics 

committees, regulatory structures, economic and cultural practices, technology owners, developers and 

producers as well as actors having a decision-making role in the organization or institution (e.g., CEO, 

CTO, R&D Manager, senior researchers, etc.). 

https://standards.ieee.org/practices/foundational/cybersecurity-standards-projects/
https://www.iso.org/standard/27001
https://www.project-sherpa.eu/wp-content/uploads/2019/12/development-final.pdf
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TechEthos has mapped stakeholders  according to the level of influence and interest in a technology 

family, as primary, secondary and contextual stakeholders. An example of the innovation eco -systems 

of TechEthos technology families, the one on extended digital reality, is provided in figure 5 (see 

deliverable 3.1 , see also Figure 1, above). 

 

 

Figure 5: Innovation eco -system of Digital Extended Reality  

These are the actors to whom companies should target any action aimed to develop and promote the 

innovative solutions (e.g. guidance and training, production, sales, monitoring of customer requests and 

feedback), including any aspect concerning ethics anal ysis and ethical implications on humans and the 

environment.  

Promoting ethical use and mitigating unethical use and negative social impacts in the deployment and 

use of innovative products should consider conditions and behaviours of both the individual 

organi sation developing the innovation, and all other actors concerned (the so -called context analysis, 

see below ). 

Managing quality, risks, impacts of products is a usual need for any company, above all once we are 

dealing with new and innovative products.  The innovation process itself is characteri sed by 

uncertainties and risks. Companies have developed ways to identify, bring and oversee specific 

requirements into their processes and operations, and share these aspects with innovation ecosystem 

actors. Besides requirements and constrains (e.g. due t o risks), there is an increasing emphasis on 

reflecting also on value s and principles by which companies operate and their corporate culture, and 

use this knowledge to exploit the business potential.  

Nowadays, these concepts have been widely integrated into so called management systems 1, 

guidelines that provide requirements (for products, processes, services, professions), but also convey 

principles values and methods, and are strategic for positioning, access, and market penetration.  

 
 

1 A management system is the way in which an organization manages the interrelated parts of its business 

to achieve its objectives. These objectives can relate to a number of diǨerent topics, including product or 
 














































































































































